Abstract—Dynamic flexible job shop scheduling (DFJSS) is a challenging combinational optimisation problem that takes the dynamic environment into account. Genetic programming hyper-heuristics (GPHH) have been widely used to evolve scheduling heuristics for job shop scheduling. A proper selection of the terminal set is a critical factor for the success of GPHH. However, there is a wide range of features that can capture different characteristics of the job shop state. Moreover, the importance of a feature is unclear from one scenario to another. The irrelevant and redundant features may lead to performance limitations. Feature selection is an important task to select relevant and complementary features. However, little work has considered feature selection in GPHH for DFJSS. In this paper, a novel two-stage GPHH framework with feature selection is designed to evolve scheduling heuristics only with the selected features for DFJSS automatically. Meanwhile, individual adaptation strategies are proposed to utilise the information of both the selected features and the investigated individuals during the feature selection process. The results show that the proposed algorithm can successfully achieve more interpretable scheduling heuristics with fewer unique features and smaller sizes. In addition, the proposed algorithm can reach comparable scheduling heuristic quality with much shorter training time.
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I. INTRODUCTION

Job shop scheduling (JSS) [1] is an important research problem which captures practical issues in real-world scheduling tasks such as manufacturing processes [2], [3] and cloud computing [4], especially in large-scale production environments. JSS is to process a number of jobs (each job has a sequence of operations) by a set of machines, where each operation can only be processed by a specific machine. Flexible JSS (FJSS) [5], as an extension of JSS, is closer to reality. Different from in JSS, an operation in FJSS can be processed by more than one candidate machine, and the processing time on each machine is different. In FJSS, two kinds of decisions need to be made simultaneously. One is machine assignment (i.e., assign an operation to a machine) and the other is operation sequencing (i.e., choose the next operation to be processed when a machine becomes idle).

Unlike in JSS and DJSS, dynamic FJSS (DFJSS) aims to make decisions of both machine assignment and operation sequencing under a dynamic environment with unpredicted events such as new job arrivals [6], [7] and machine breakdown [8], [9]. DFJSS is an NP-hard problem [10] and cannot be solved efficiently with exact optimisation methods such as dynamic programming [11] and integer linear programming [12]. Approximate solution optimisation methods such as simulated annealing [13], tabu search [14], genetic algorithm [15], and particle swarm optimisation [16], [17], which aim to find a near-optimal solution have been applied for static JSS and FJSS. However, they cannot effectively handle dynamic environment, which requires real-time response. Scheduling heuristics such as priority-based dispatching rules [18], are the most popularly used heuristics for DFJSS. Scheduling heuristics are used to make real-time decisions based on the priority values of machines or operations at the decision points. A scheduling heuristic in DFJSS consists of a routing rule for machine assignment and a sequencing rule for operation sequencing [3]. There are some advantages of using scheduling heuristics. First, scheduling heuristics can make decisions in real-time, thus can handle dynamic problems well. Second, the scheduling heuristics can be implemented to real-world applications easily. Last but not least, domain knowledge can be easily incorporated with priority-based scheduling heuristics. However, it is hard to manually design effective rules due to the complexity of the investigated job shop environment.

Genetic programming (GP), as a hyper-heuristic (GPHH) method, has been successfully applied to automatically evolve scheduling heuristics for JSS, including FJSS and DFJSS [7], [19], [20], [21]. Except for scheduling heuristics, to the best of our knowledge, there are no other strategies in typical GPHH related to handling the dynamic features of the problems. A GP individual is a priority function, typically represented as a tree. GP evolves a population of such trees using a terminal set (i.e., the leaf nodes, reflecting the features of the job shop state) and a function set (i.e., non-leaf nodes, indicating the operations to combine the features in the priority function). The terminal set is a critical factor in the success of GPHH [3]. A compact terminal set can improve the effectiveness of GPHH. In DFJSS, a wide range of features about the job shop state (e.g., the processing time of each operation and the idle time of each machine) can be considered as terminals. However, the importance of a feature depends on job shop scenarios and objectives to be optimised. In practice, it is...
usually unknown which features are useful, which are not and which are more important than others. Therefore, existing studies typically place all the possible job shop features in the terminal set. As a result, the evolved rules tend to have a large number of different features, making it hard to interpret the rules [22]. Besides, a large terminal set with redundant or unrelated features leads to exponentially large and noisy search space, and negatively affects the capability of GP in searching the solution space.

To address the above issues, this paper proposes to use feature selection in GPHH for DFJSS. Feature selection [23] has been successfully used for different tasks such as classification [24], [25], [26], clustering [27], and regression [28]. It is noted that feature selection can not only reduce the search space of GP but also potentially improve the interpretability of evolved scheduling heuristics in DFJSS. The fewer features involved in scheduling heuristics, the easier it is to interpret the rules, as there are potentially fewer and hopeful less complicated relationships between the features. The frequency of terminals has been widely considered in feature selection based on the assumption that GP can automatically perform feature selection [29]. However, the embedded feature selection ability in GP is limited. The redundant branches in GP are likely to mislead the accuracy of feature selection, which can weaken the ability of problem-solving, such as the classification accuracy in the classification problems [29].

To the best of our knowledge, little is yet known about using feature selection in the variations of JSS. Feature selection based on the frequency of terminals was introduced to help GP to evolve dispatching rules for dynamic JSS in [30]. A novel feature importance measure instead of frequency was firstly introduced in [31] to select features for the dynamic JSS problem. Then, an efficient feature selection was proposed in [32] based on the feature importance measure in [31]. However, these approaches are only related to dynamic JSS. The feature selection technique was firstly used for DFJSS in [33]. In [33], a GPHH approach with feature selection was proposed for DFJSS, which involves two feature sets. However, the main drawback in [33] is that the selected features are only used to guide the behaviour of GP by mutation operator. It does not change the evolution sufficiently, which greatly limits the influence of the feature selection. This points to an important question how to apply the selected features effectively after obtaining a great feature set. It is still an important but an unexplored research topic in DFJSS.

The feature selection in GPHH for DFJSS is different from and more challenging than the traditional machine learning tasks, as the data is not available and the data should be generated before applying feature selection. The current state-of-the-art feature selection approach [32] used a short GP process with surrogate and niching techniques to evolve a diverse set of good GP individuals as the data for feature selection. Then the features were selected based on their importance to these individuals. There are two types of information obtained from the feature selection process. The first is the selected features, and the second is the promising individuals found during the feature selection process (i.e., the final population in this study). Most existing algorithms [34], [35] only use the first one and re-initialise the population using selected features. To improve effectiveness, this paper proposes novel algorithms to employ both types of information. Specifically, individual adaptation strategies are proposed to utilise the information of the selected features and examined individuals.

The overall goal of this paper is to develop an effective feature selection approach with novel individual adaptation strategies via genetic programming to automatically evolve more interpretable routing and sequencing rules simultaneously for DFJSS efficiently. The proposed algorithms are expected to help GPHH find more interpretable rules only with selected features without sacrificing the performance. Specifically, this work has the following research objectives:

1) Develop a new two-stage GPHH framework to utilise the information of both the selected features and the examined individuals during the feature selection process.
2) Propose novel individual adaptation strategies that inherit the information of the examined individuals during the feature selection.
3) Analyse how the proposed algorithms influence the effectiveness and interpretability of the evolved rules.
4) Analyse how the proposed individual adaptation strategies influence the efficiency of the proposed algorithms.

II. BACKGROUND

A. Dynamic Flexible Job Shop Scheduling

In FJSS problem, n jobs $J = \{J_1, J_2, ..., J_n\}$ need to be processed by m machines $M = \{M_1, M_2, ..., M_m\}$. Each job $J_i$ has an arrival time $at(J_i)$ and a sequence of operations $O_{ij} = (O_{ij1}, O_{ij2}, ..., O_{ijn})$. Each operation $O_{ij}$ can only be processed by one of its optional machines $\pi(O_{ij})$ and its processing time $\delta(O_{ij})$ depends on the machine that processes it. It indicates that there are two decisions which are routing decision and sequencing decision in FJSS. In DFJSS, not only the two decisions need to be made simultaneously, but also the dynamic events are necessary to be taken into account when making schedules. This paper focuses on one dynamic event (i.e., continuously arriving new jobs). That is, the information of a job is unknown until its arrival time.

B. Genetic Programming Hyper-heuristics for JSS

A hyper-heuristic [36] is a heuristic search method that seeks to select or generate heuristics to efficiently solve hard computational search problems. The unique characteristic is that hyper-heuristic works on heurisitic space rather than solution space. GPHH [37] has been successfully applied to evolve informative scheduling heuristics for combinatorial optimisation problems such as packing [38], timetabling [39], [40], arc routing [41], and dynamic JSS [42], [43], [44], [45]. At the beginning, a population of individuals with a size of $popsize$ are randomly initialised. In GP, the fitness of the $i^{th}$ individual $fitness_{ind}$ is evaluated as follows. First, a simulation (training instance) is run with the individual $ind_i$ to obtain the schedule $S_i$. Then, the fitness of the individual is assigned as the objective value (e.g., max-flowtime, mean-flowtime, and mean-weighted-flowtime) of the obtained schedule $Obj(S_i)$. 

$$\text{fitness}_{ind_i} = Obj(S_i)$$
GP can automatically generate computer programs to solve problems without rich domain knowledge. An example of a GP individual [46] with three features (e.g., x, y and z) and two arithmetic operators (e.g., + and /) can be found in Fig. 1. The corresponding scheduling heuristic of this individual is \( \frac{x+y}{z} \), and it will be used to prioritise the candidates, either machines or operations. There are some advantages of using GPHH for JSS, including DFJSS. One is its flexible representation. The structures of rules are not necessary to be designed in advance. The other is that the tree-based programs obtained by GP provide us opportunities to understand the behaviour of the rules, which is important for real-world applications.

### C. Feature Selection

The performance of GP heavily relies on a proper selection of the terminal set [3]. In the terminal set, features (terminals) are not equally important. Besides, some features may be irrelevant, redundant or noisy, and the original features are typically not informative enough. All of these factors may lead to various performance limitations. Feature selection is an effective process for selecting a subset of relevant and complementary features [26], [47]. Feature selection algorithms are generally classified into three categories [26]: filter approaches, wrapper approaches, and embedded approaches.

However, there are some challenges which make traditional feature selection methods not directly applicable in DFJSS. First, the task (i.e., prioritising operations or machines) in DFJSS and the training instance are different from the traditional machine learning tasks. The training data are generated with the simulation execution in DFJSS while the training data already exist in the traditional machine learning tasks. In this case, filter approaches can not be applied since it is impossible to measure the importance of each feature based on filter measures such as entropy [48] and Pearson’s correlation [49]. Second, it is much more computationally expensive if applying wrapper classifier in DFJSS than that of in traditional machine tasks. Specifically, running a GP process to obtain a reliable estimation of the best objective value of a terminal set is much slower than training a classifier (e.g., decision tree) in traditional machine tasks. Besides, in most embedded approaches, GP can handle both the feature selection and the regression [28], [50] or classification [51] tasks. However, they are the supervised problems, and feature selection is rarely used in the variations of JSS.

This paper extends the feature selection framework in [33] to only use selected features to evolve rules for DFJSS. In addition, this paper proposes novel individual adaptation strategies to help GPHH explore more interpretable rules only with selected features without losing the qualities of the rules.

### III. The Proposed Algorithm

This section describes the proposed two-stage GP algorithm for DFJSS. The framework of the proposed algorithm is first illustrated, followed by the details of its key components.

#### A. Two-stage Framework

To utilise the information of both the selected features and investigated individuals during the feature selection process, this paper proposes a two-stage GP with feature selection and individual adaptation strategies. We introduce the framework in [6] with two subpopulations to evolve routing and sequencing rules simultaneously with the cooperation coevolutionary strategy for DFJSS. Thus, we can get two selected feature subsets, one for the routing rule, and the other for the sequencing rule. They are to measure the characteristics of the routing and sequencing rules, respectively. The flowchart of the two-stage framework is shown in Fig. 2. In stage 1, the conventional evaluation, selection and evolutionary operators are used. In stage 2, the initialisation and mutation are different. The initialisation adapts the final population of stage 1 as part of the initial population, and randomly generates the remaining individuals using the selected features. The mutation operator generates random sub-trees using the selected features only.

When using the feature selection method proposed in [32], a diverse set of good individuals are required to achieve high accuracy of the feature selection. The reason is that the good individuals in GP can be repeated, choosing all of them may be biased to specific features. Stage 1 is designed to obtain a population with such individuals for feature selection. The output of stage 1 is an informative population. After stage 1 is completed, feature selection is conducted based on the final population obtained in stage 1.

Stage 2 is developed for making use of the information (i.e., final population and selected features) obtained in stage 1 to evolve more effective and interpretable rules. This paper develops a number of novel individual adaptation strategies to initialise the population in stage 2 that consists only of the selected features without deteriorating the performance much. It is noted that the selected features will be used in two situations in stage 2. One is to generate new individuals for building a new population during the initialisation process by the ramped half-and-half method. The other is to generate a new sub-tree by the grow method with only the selected features as the terminals to replace a selected subtree of a parent by mutation. Readers interested in the genetic operators of GP can refer to [46].

#### B. Stage 1

Extra feature selection process will make the approach more computationally expensive because more individual evaluations are needed. To reduce extra computing costs, a niching based and surrogate assisted method was proposed for feature selection in [32]. Simply speaking, niching technique maintains the diversity of individuals by building different niches and controlling the number of individuals in each niche. The method aims to get a diverse set of good individuals quickly.

![Fig. 1. An example of a GP individual with three features (e.g., x, y and z) and two arithmetic operators (e.g., + and /).](image-url)
for feature selection with surrogates, which is a simplified version of the original problem by only reducing the number of jobs. The surrogate technique was designed based on the assumption that the knowledge of solving simpler or auxiliary problems can be transferred to the original problems [52]. This paper applies the idea but explores it to the dynamic flexible JSS. The process is designed as stage 1 to get a diverse set of good individuals in this paper. In the original simulation, there are 5000 jobs and 10 machines. In the surrogate model, we shorten the simulation to 500 jobs and 5 machines.

C. Feature Selection

This paper applies the feature selection idea in [32]. There are three main steps in this feature selection method. First, ten individuals in the population based on fitness values are selected as a diverse set of good individuals baseInds. Second, the importance of each feature is measured according to its contributions to the fitness of the individuals in baseInds and an individual in baseInds will vote for a feature if the feature has contributions to it. Finally, if a feature can get more than half of the votes, the feature will be selected. The pseudo-code of feature selection is shown in Algorithm 1.

The Importance of Features. The importance of a feature f is measured by its contributions to a set of individuals baseInds (from line 4 to line 11). To calculate the contribution of a feature f to an individual r (i.e., denoted by $C_f^r$), the feature f is first replaced with the constant of one, then the contribution is calculated as the difference between the fitness before and after the replacement, as shown in Eq. (1).

$$C_f^r = \text{fitness}(r|f = 1) - \text{fitness}(r)$$ (1)

This paper is seeking to minimise the objective value. If $C_f^r > 0$, it means the fitness becomes worse without the measured feature, and the measured feature is an important feature. Thus, the measured feature can get one vote from the individual r.

Fig. 3 shows an example of a GP individual r with three features (x, y, and z). To examine the importance of feature x, x is firstly be replaced with 1, and the contribution of feature x is defined as $C_x^r = \text{fitness}(r|x = 1) - \text{fitness}(r)$.

Algorithm 1: Feature selection

1. **Input:** A diverse set of good individuals (baseInds) from stage 1
2. **Output:** The selected features $F$
3. set $F \leftarrow \emptyset$
4. for $i = 1$ to |features| do
5.   $vote_{f_i} \leftarrow 0$ // the number of votes for feature $f_i$
6.   for $j = 1$ to |baseInds| do
7.     Calculate the contribution $C_{f_i}^j$ of feature $f_i$
8.     $ind \leftarrow baseInds_j$
9.     if $C_{f_i}^j > 0$ then
10.       $vote_{f_i} \leftarrow vote_{f_i} + 1$
11.   end
12. if $vote_{f_i} > 0.5 \times |baseInds|$ then
13.   $T \leftarrow T \cup f_i$
14. end
15. end
16. return $F$
individual by one will change the structure of an individual a lot, which is more likely to change the behaviour of the individual in certain ways.

The second individual adaptation strategy is based on the idea of “mimicking”. Specifically, it randomly generates a large number of individuals with only the selected features. For each promising individual in the final population of stage 1, it is replaced by the randomly generated individual that has the closest behaviour with it. The behaviour is defined as the phenotypic characterisation [53], which is a numeric vector. Since the calculation of phenotypic characterisation is much cheaper than a full fitness evaluation, it is affordable to generate a large number of individuals for mimicking.

Fig. 4 shows an example of the process of mimicking individuals, where the phenotypic characterisation is 2-dimensional. Two decision situations are used to generate the phenotypic characterisation. A decision situation is when a rule is to make a decision (e.g., a machine becomes idle or an operation becomes ready). Briefly speaking, the phenotypic characterisation of a decision is defined as the rank of the machine or operation selected by an individual in the sorted list of the benchmark rules (e.g., SPT (shortest processing time) for sequencing decisions, and WIQ (work in the queue) for routing decisions). Interested readers to phenotypic characterisation can find more details in [53]. The stars indicate the promising individuals in stage 1 that need to be mimicked. A large number of new individuals (i.e., denoted as circles) are generated only with the selected features. The new individuals which are closest to the mimicked individuals will be chosen to replace the promising stage 1 individuals.

It is noted that it is not always possible to find individuals with the same behaviour (i.e., the distance between two individuals equals zero). The new individuals that have the most similar behaviours with promising individuals so far will be saved to the new population. For the rest of the elements (individuals) in the new population which are still empty will be randomly initialised with selected features. Finally, a new population only with the selected features is obtained.

It is noted that it is not meaningful to adapt all the individuals obtained from stage 1. Only the “promising” individuals are adapted in this paper. If the number of adapted individuals is too small, there will be too many randomly generated individuals, and the performance will be close to purely re-initialisation. If it is too large, it will bring some noise, and increase the training time.

This paper identifies the promising individuals using the knee point, which is a parameter-free approach. The knee point can be used as a demarcation point. The individuals whose fitnesses are smaller (i.e., minimising problem) than that of knee point are selected as promising individuals. An example can be found in Fig. 5. First, the individuals in the population are sorted based on fitness values in ascending order, and a curve related to fitness values is obtained. Second, a line is generated by connecting the points with the smallest and the largest fitness value. Then, the distance between each point on the curve and the line is calculated. The point that has the largest distance to the line is selected as the knee point, and the individuals whose fitness value is smaller than that of the knee point are selected to be adapted. Note that if there is more than one knee point, the knee point that has the largest distance to the generated line will be selected.

IV. EXPERIMENT DESIGN

To investigate the effectiveness (the objective value on test instance), efficiency (the training time) in different scenarios of proposed individual adaptation strategies, a set of experiments have been designed.

A. Simulation Model

Simulation is an effective method to investigate complex problems [54]. The simulated environment in this paper is used as an experimental model to study factors affecting DFJSS. This paper assumes that there are 5000 jobs that need to be processed by ten machines in our simulation. For DFJSS simulation, new jobs will arrive over time according to a Poisson process with rate $\lambda$. Each job has a different number of operations that are randomly generated by a uniform discrete distribution between one and ten. In addition, the importance of jobs might be different, which are indicated by weights. The weights of 20%, 60%, and 20% of jobs are set as one, two,
and four, respectively. The processing time of each operation is assigned by uniform discrete distribution with the range [1,99]. The number of candidate machines for an operation follows a uniform discrete distribution between one and ten.

**Utilisation level (p)** is an essential factor to simulate different scenario environments. The bigger the utilisation level, the busier the job shop. To make sure the accuracy of collected data, warm-up jobs (first 1000 jobs) are used to get typical situations occurring in a long-term simulation of a dynamic job shop system and jobs arrive as a continuous arrival process. This paper collects data from the next 5000 jobs. The simulation stops when the 6000th jobs is finished.

### B. Parameter Setting

In our experiment, the terminal set of GP is shown in Table I. The terminals are set as the features that indicate the characteristics related to machines (e.g., NIQ, WIQ, and MWT), operations (e.g., PT, NPT, and OWT), and jobs (e.g., WKR, NOR, W, and TIS). The function set is \{ +, −, , , max, min \}, following the setting in [31], [55]. The arithmetic operators take two arguments. The “/” operator is protected division, returning one if divided by zero. The \( \text{max} \) and \( \text{min} \) functions take two arguments and return the maximum and minimum of their arguments, respectively. The other parameter settings of GP are shown in Table II.

### C. Comparison Design

Five algorithms are taken into comparison in this paper. The cooperative coevolution genetic programming (CCGP) [6] (i.e., without feature selection and individual adaptation strategies) is selected as the baseline algorithm. The algorithm that was proposed in [33] (CCGP²) is also compared. CCGP² only applies the selected features in stage 2 by mutation, and it is used to verify whether mutation operator will affect the performance. The proposed algorithms which incorporate with individual adaptation strategies are named as CCGP²[a](mimic) (i.e., mimicking the behaviour of promising individuals) and CCGP²[a](rep) (i.e., replacing the unselected features by one directly). To verify the effectiveness of CCGP²(a)(mimic) and CCGP²(a)(rep), the algorithm (i.e., named as CCGP²(a)(rand)) that generates new population in stage 2 by randomly initialising all individuals is also compared. This is because using the selected features to re-initialise the new population in stage 2 randomly is the most straightforward way to eliminate unselected features intuitively.

### D. The Measurement for Comparision

In order to verify the effectiveness and efficiency, the proposed algorithms are tested on six different scenarios. The scenarios consist of three objectives (e.g., max flowtime, mean flowtime, and mean weighted flowtime) and two utilisation levels (e.g., 0.85 and 0.95). For the sake of convenience, Fmax, Fmean, and WFmean stand for the max flowtime, mean flowtime, and mean weighted flowtime, respectively. The objective functions are shown as follows.

- Minimisation \( \text{Fmax} = \max \{ C_1, C_2, ..., C_n \} \)
- Minimisation \( \text{Fmean} = \frac{\sum_{i=1}^{n} (C_i - r_i)}{n} \)
- Minimisation \( \text{WFmean} = \frac{\sum_{i=1}^{n} w_i * (C_i - r_i)}{n} \)

where \( C_i \) is the completion time of job \( J_i \), \( r_i \) is the release time of \( J_i \), and \( w_i \) is the weight of \( J_i \).

The evolved rule is tested on 50 different test instances and the average objective value across the 50 test instances is reported as the test performance of a rule, which can be a good approximation of the true performance of the rule.

### V. RESULTS AND DISCUSSIONS

Wilcoxon signed-rank test with a significance level of 0.05 is used to verify the performance of proposed algorithms. In the following results, “−”, “+”, and “=” indicate the corresponding result is significantly better than, worse than or similar with its counterpart. To be specific, CCGP² is compared with CCGP while CCGP²[a](rand), CCGP²[a](rep), and CCGP²[a](mimic) are compared with CCGP². It is worth mentioning that this paper does not focus on the improvement of effectiveness but on the improvement of achieving more interpretable rules with fewer unique features and smaller size without losing the effectiveness.

### A. Performance of Evolved Rules

Table III shows the mean and standard deviation of involved five algorithms according to 30 independent runs in six dynamic flexible scenarios. CCGP² which only makes use of selected features by mutation operator achieves similar performance with CCGP. One possible reason is that the GP itself can detect important features automatically. The other is that there is not much difference when only applying selected features by mutation with a small rate. However, the drawback is that the evolved rules by CCGP² still contain unselected

---

### Table I

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIQ</td>
<td>The number of operations in the queue</td>
</tr>
<tr>
<td>WIQ</td>
<td>Current work in the queue</td>
</tr>
<tr>
<td>MWT</td>
<td>Waiting time of a machine</td>
</tr>
<tr>
<td>PT</td>
<td>Processing time of an operation on a specified machine</td>
</tr>
<tr>
<td>NPT</td>
<td>Median processing time for the next operation</td>
</tr>
<tr>
<td>OWT</td>
<td>The waiting time of an operation</td>
</tr>
<tr>
<td>WKR</td>
<td>Median amount of work remaining for a job</td>
</tr>
<tr>
<td>NOR</td>
<td>The number of operations remaining for a job</td>
</tr>
<tr>
<td>W</td>
<td>Weight of a job</td>
</tr>
<tr>
<td>TIS</td>
<td>Time in system</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of subpopulations</td>
<td>2</td>
</tr>
<tr>
<td>Subpopulation size</td>
<td>512</td>
</tr>
<tr>
<td>Method for initialising population</td>
<td>ramped-half-and-half</td>
</tr>
<tr>
<td>Initial minimum-maximum depth</td>
<td>2 / 6</td>
</tr>
<tr>
<td>maximal depth of programs</td>
<td>8</td>
</tr>
<tr>
<td>Crossover/Mutation/Reproduction rate</td>
<td>80% / 15% / 5%</td>
</tr>
<tr>
<td>Parent selection</td>
<td>Tournament selection</td>
</tr>
<tr>
<td>Number of generations in stage 1 and stage 2</td>
<td>50 / 50</td>
</tr>
<tr>
<td>Terminal/non-terminal selection rate</td>
<td>10% / 90%</td>
</tr>
</tbody>
</table>
It does not make it easier to interpret the rules since more features are still involved in the rules.

The performance of CCGP2a(rand) is significantly worse than that of CCGP in most scenarios. One reason might be that a completely new population which has worse performance (i.e., a new start), is generated for stage 2. It is hard to achieve good performance compared with CCGP (i.e., actually evolved by 100 generations). CCGP2a(mimic) and CCGP2a(rep) (i.e., only with selected features) can achieve similar performance with CCGP in most scenarios. It indicates that the proposed adaptation strategies are effective to take advantage of the population information from stage 1.

It is noted that all the algorithms have larger variances in scenario \(<Fmax,0.85>\) and \(<Fmax,0.95>\), especially the algorithms with feature selection (e.g., CCGP2, CCGP2a(rand), CCGP2a(rep), and CCGP2a(mimic)). One possible reason is that max flowtime is more sensitive to the worst case of processing jobs than mean flowtime. The other is that the selected features might be not that good for all the problems which will lead to some outliers.

Fig. 6 shows the convergence curves of the average objective value on unseen instances of CCGP, CCGP2, CCGP2a(rand), CCGP2a(rep), and CCGP2a(mimic) according to 30 independent runs in different scenarios. In all scenarios, CCGP2a(mimic), and CCGP2a(rep) can mimic the behaviours well (i.e., shown at generation 50) that the performance does not decrease too much. CCGP2a(mimic) can achieve almost the same performance in \(<Fmax,0.95>\) in the following several generations of generation 50 compared with CCGP2. Compared with CCGP2a(mimic), CCGP2a(rep) even can get almost the same performance with CCGP2 in all scenarios. This means that CCGP2a(rep) has a more promising inheritance ability.

In general, the effectivenesses of CCGP2a(mimic) and CCGP2a(rep) are better than that of CCGP2a(rand). Both CCGP2a(mimic) and CCGP2a(rep) can inherit the individuals’ information well from stage 1 to stage 2.

### B. Rule Size Analysis

The rule size is defined as the number of nodes in this paper, and the rule with a smaller size is preferred. There are a number of advantages of evolving smaller rules. First, smaller rules can save the training time. Second, smaller rules tend to be more interpretable by decision makers, particularly the floor operators of the job shop. Third, smaller rules are more acceptable by decision makers than larger rules due to the less complexities. Last but not the least, smaller rules are easier to implement to real-world applications, which are more efficient to make real-time decisions with dynamic events compared with larger rules.

Fig. 7 and Fig. 8 show the curves of the sizes (i.e., the mean value of 30 independent runs at each generation) of routing rules and sequencing rules. Both for routing rules and sequencing rules, the rule sizes of CCGP2a(mimic) and CCGP2a(rand) decrease dramatically at the beginning of stage 2 due to the individual adaptation strategies, especially the routing rules. It is noted that the size of the routing rules of CCGP2a(rep) is not that small compared with CCGP2a(mimic) and CCGP2a(rand). This is because the structures of the large rules are still kept.

The size of the best routing rules obtained by CCGP2a(mimic) is smaller than that of other algorithms in most scenarios (e.g., \(<Fmax,0.85>\), \(<Fmean,0.85>\), \(<Fmean,0.95>\), \(<WFmean,0.85>\), and \(<WFmean,0.95>\)). However, the size of the best routing rules of CCGP2a(mimic) is similar with that of other algorithms in \(<Fmax,0.95>\). This may be because Fmax with a higher utilisation level (i.e., 0.95) is more difficult to be optimised due to its sensitiveness to the worst case (i.e., the longest finished time among all

---

**TABLE III**

The mean (standard deviation) of the objective value of the five algorithms over 30 independent runs for six dynamic scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>CCGP</th>
<th>CCGP2</th>
<th>CCGP2a(rand)</th>
<th>CCGP2a(rep)</th>
<th>CCGP2a(mimic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt;Fmax,0.85&gt;)</td>
<td>1223.83(41.78)</td>
<td>1225.41(43.51)</td>
<td>1314.87(121.35)</td>
<td>1237.53(81.28)</td>
<td>1238.34(99.27)</td>
</tr>
<tr>
<td>(&lt;Fmax,0.95&gt;)</td>
<td>1959.24(46.63)</td>
<td>1998.09(115.26)</td>
<td>2054.56(204.36)</td>
<td>2032.85(145.16)</td>
<td>2034.08(153.61)</td>
</tr>
<tr>
<td>(&lt;Fmean,0.85&gt;)</td>
<td>385.42(2.65)</td>
<td>384.77(1.32)</td>
<td>387.34(2.23)</td>
<td>385.07(1.24)</td>
<td>385.14(1.87)</td>
</tr>
<tr>
<td>(&lt;Fmean,0.95&gt;)</td>
<td>553.65(7.89)</td>
<td>552.88(6.78)</td>
<td>559.21(8.21)</td>
<td>553.07(6.31)</td>
<td>551.20(6.11)</td>
</tr>
<tr>
<td>(&lt;WFmean,0.85&gt;)</td>
<td>835.42(2.65)</td>
<td>824.77(1.32)</td>
<td>837.34(2.23)</td>
<td>835.07(1.24)</td>
<td>835.14(1.87)</td>
</tr>
<tr>
<td>(&lt;WFmean,0.95&gt;)</td>
<td>1109.89(13.07)</td>
<td>1110.86(12.01)</td>
<td>1112.35(12.91)</td>
<td>1109.58(7.96)</td>
<td>1112.94(14.62)</td>
</tr>
</tbody>
</table>
jobs). Compared with the curves of the sizes of sequencing rules, the proposed individual adaptation strategies have a great impact on the size of routing rules. The sizes of the best sequencing rules obtained by CCGP2a(mimic) is similar with that of other algorithms.

Note that routing rule and sequencing rule work together in DFJSS. It makes sense to take a routing rule and a sequencing rule as a pair to measure the rule size. This is because a smaller routing rule and a larger sequencing can have the same ability for DFJSS compared with a larger routing rule and a smaller sequencing rule based on our observation. Based on the analyses as mentioned easier, it turns out that CCGP2a(mimic) can achieve similar performance with small rule size. The rule sizes of only three algorithms (e.g., CCGP, CCGP2, and CCGP2a(mimic)) are further compared.

Table IV shows the mean and standard deviation of the rule sizes (i.e., routing rule plus sequencing rule) evolved by CCGP, CCGP2, and CCGP2a(mimic) according to 30 independent runs. It shows that the rule sizes obtained by these three algorithms are similar. The main difference of the evolved rules is that the rules evolved by CCGP2a(mimic)) only contain selected features (i.e., fewer features) while the rules evolved by CCGP and CCGP2 consist of all features possibly. The rule sizes are further studied in next subsection.

C. Unique Feature Analysis

The number of unique features in the rules is one of the indicators of the complexity of evolved rules. The unique feature means the feature that is needed to construct the rules. The smaller the number, the easier to interpret the rules.

Table V shows the mean (standard deviation) of the number of unique features in routing rules in different scenarios. There is no statistical difference between CCGP and CCGP2 related to the number of unique features in routing rules in all scenarios. This means that applying selected features only to mutation is not an effective way for improving the interpretability of evolved routing rules. In addition, no matter what kind of individual adaptation strategy is used (i.e., CCGP2a(mimic) with mimicking behaviour strategy, CCGP2a(rep) with replacing by one strategy and CCGP2a(rand) with 100% randomly initialisation strategy), the number of unique features in routing rules are significantly smaller than its counterpart.

Table VI shows the mean (standard deviation) of the number of unique features in sequencing rules in different scenarios. For all the algorithms (e.g., CCGP2a(mimic), CCGP2a(rep), CCGP2a(rand), and CCGP2) that involve feature selection, the number of unique features in sequencing rules is significantly smaller in all scenarios, especially the individual adaptation strategies related algorithms (e.g., CCGP2a(mimic), CCGP2a(rep), and CCGP2a(rand)).

Assuming that the rules evolved by CCGP2a(mimic)) with fewer features are easier to be simplified by the algebraic
transformation. Simplification aims to simplify the complicated expression by some kinds of algebraic operations to make the evolved rules easier to be interpreted. For example, given a rule (A - B) / (A - B), it will be simplified as one. Moreover, the rule A + B + A + A will become 3 * A + B while the rule A * B / B will be simplified as A.

Fig. 9 shows the violin plot of rule size taking routing and sequencing rules as a pair obtained by CCGP, CCGP², and CCGP²α (mimic) over 30 independent runs in six scenarios. It shows that the rule sizes of simplified rules evolved by CCGP²α (mimic) are much smaller than that of CCGP and CCGP². It indicates that CCGP²α (mimic) has more potential to get smaller rules which are important for interpreting rules. Note that the components produced by basic functions (e.g., +, -, *, /) are easier to be simplified than that of generated by max and min.

Fig. 10 shows the scatter plot of the rule sizes of routing and sequencing rules before and after simplification. It shows that the routing rule sizes become much smaller (i.e., move to a lower position) in all scenarios. In addition, the sequencing rule sizes tend to be smaller (i.e., move to left position) compared with the sizes without simplification in all scenarios.

In general, after simplification, CCGP²α (mimic) can achieve smaller size routing rules and sequencing rules than that of CCGP and CCGP².

D. Training Time

Training time is an important criterion to measure the efficiency of algorithms. Table VII shows the training time of CCGP, CCGP², CCGP²α (rand), CCGP²α (rep), and CCGP²α (mimic). The training time of CCGP² has no significant difference compared with CCGP². It is obvious that the training time of CCGP²α (rand), CCGP²α (rep) (i.e., in five
scenarios), and CCGP^{2a}(mimic) decrease dramatically compared with that of CCGP and CCGP^2. The main difference of training time between them is caused by the individual adaptation strategy. Intuitively, for CCGP^{2a}(rand), CCGP^{2a}(rep) and CCGP^{2a}(mimic), more training time might be needed due to the extra algorithm operators. However, it turns out that the training time of individual adaptation strategies related algorithms are smaller than that of CCGP and CCGP^2, especially CCGP^{2a}(rand) and CCGP^{2a}(mimic).

When looking at the curve of average rule size in the population in Fig. 11, the average rule sizes over the population of CCGP^{2a}(rand) and CCGP^{2a}(mimic) are smaller than its counterparts. The reason is that all the individuals in the population at generation 50 are re-initialised and they have smaller sizes. The most computationally expensive part is the evaluation and smaller rules tend to save computational time. Thus, CCGP^{2a}(rand) and CCGP^{2a}(mimic) can reduce the computational time significantly.

In general, it is noted that CCGP^{2a}(mimic) is more efficient even more algorithm operators (e.g., feature selection and mimicking individuals’ behaviours operations in the algorithm) are involved.

VI. FURTHER ANALYSES

A. Feature Analysis

Fig. 12 and Fig. 13 shows the selected and unselected features of 30 runs in both sequencing rules and routing rules in six different scenarios, respectively. For a feature, a bigger blue area (the larger frequency the corresponding feature is selected) means the corresponding feature is more important. It is noted that the selected features of CCGP^2, CCGP^{2a}(rand), CCGP^{2a}(rep), and CCGP^{2a}(mimic) are the same in the same run (i.e., with same random value) since the evolutionary processes are the same in stage 1. In each run, both for sequencing rules and routing rules, the selected features vary from each other based on the proposed feature selection algorithm. This means that the selected features can be adjusted adaptively with the proposed two-stage framework and that the selected features are based on the specific problems (i.e., different runs).

For sequencing rules, the top three important features for scenario <Fmax,0.85> are PT, TIS, and WKR, as shown in Fig. 12. Except for these three features, NIQ and NOR are also important in scenario <Fmax,0.95>. Compared with <Fmax,0.85>, Fig. 12 shows that more features are selected in scenario <Fmax,0.95>. It might be because a higher utilisation level makes the problem more difficult to be optimised. For minimising mean flowtime (e.g., <Fmean,0.85> and <Fmean,0.95>), PT and WKR play an important role (i.e., they are selected in all 30 runs). When taking the mean weighted flowtime into consideration (e.g., <WFmean,0.85> and <WFmean,0.95>), except for PT and WKR, W is also a significant feature. It is consistent with our intuition that PT (i.e., processing time) and WKR (i.e., median amount of work remaining for a job) are important factors for flowtime related objectives. In addition, W is often chosen for minimising mean weighted flowtime rather than max flowtime and mean flowtime. It is consistent with our expectation, since the calculations of mean flowtime and max flowtime do not involve W at all.

For routing rules, three features which are MWT, OWT, and WIQ, are significant for evolving routing rules in all scenarios, as shown in Fig. 13. It is consistent with our intuition that the machine which has less workload (WIQ) and earlier ready time (MWT) is preferred, since the new operation has a higher chance to be processed early. In addition, this paper will allocate a new operation once it becomes a ready operation.
Fig. 12. Selected and unselected features of sequencing rules of 30 independent runs in different scenarios.

(i.e., OWT, the operation waiting time equals zero). OWT is naturally a very important factor for the routing process (i.e., kind of indicator). Compared with the selected features in sequencing rules, more features are used in routing rules (i.e., more blue areas). It indicates that the evolved routing rules might be more complex than sequencing rules.

Fig. 14 shows the distributions of test objective values of the 30 independent runs of CCGP2\textsuperscript{a} (mimic) in scenario \(<\text{Fmax, 0.85}>\), categorised by whether each feature is selected or not in sequencing rules. TIS is not selected in three runs, the test performance is much worse when it is selected. However, even NIQ is a relatively important feature (i.e., it is selected in half runs roughly) and it is not selected in half runs, the test performance is still very good. It is interesting that WKR is not selected in three runs, however, WKR has a greater impact on two runs while it has no effect on one run.

**B. Rule Analysis**

This paper takes the best routing rule and the corresponding sequencing rule (i.e., its objective value is 1096.02) achieved by CCGP2\textsuperscript{a} (mimic) and its corresponding best rules (i.e., the run with the same random seed) obtained by CCGP\textsuperscript{2} (i.e., its objective value is 1099.61) in scenario \(<\text{WFmean, 0.95}>\) as an example. This is because the objective in scenario \(<\text{WFmean, 0.95}>\) is more difficult to be optimised than other scenarios. It is noted that the smaller the values calculated by the rules, the more priority the machine or operation has.

For CCGP\textsuperscript{2}, in the examined run, the routing terminal set consists of NIQ, WIQ, MWT, PT, NPT, OWT, WKR, NOR, and W (i.e., nine features). There are six features which are NIQ, WIQ, MWT, PT, WKR, and W, are selected as sequencing terminal set. For the routing rules obtained by CCGP\textsuperscript{2a} (mimic), all the features in the routing terminal set (i.e., seven features, NIQ, WIQ, MWT, PT, OWT, WKR, and W) are used. When further looking into the sequencing rule obtained by CCGP\textsuperscript{2a} (mimic), five of them (e.g., NIQ, WIQ, PT, WKR, and W) are involved. Fewer features are used by CCGP\textsuperscript{2a} (mimic) compared with CCGP\textsuperscript{2}.

However, the evolved scheduling heuristics obtained by CCGP\textsuperscript{2a} (mimic) have better test performance than that of CCGP\textsuperscript{2}. The routing rule obtained by CCGP\textsuperscript{2a} (mimic) can be simplified, as shown in Eq. (2).

\[
R_1 = \min \{2 \ast NIQ, \max\left(\frac{NIQ \ast PT}{MWT}\right), \right. \\
\left. PT \ast WIQ \ast \min(WIQ, WKR)\} + \right. \\
\left. NIQ \ast \frac{PT}{W} - MWT\right)
\]  \hspace{1cm} (2)

It is obvious that this routing rule is quite small after simplification. In terms of the features related to machines, this routing rule prefers to choose the machine which has a large waiting time (i.e., MWT) and a smaller NIQ (i.e., the number of operations in the queue) and WIQ (i.e., the workload of machines). In terms of the features of operations, this routing rule tends to choose the machine which can process an operation more efficient with a smaller PT (i.e., processing
time). In addition, from the perspective of operation, W (i.e., weight that used to indicate the importance of operation) is a constant when choosing a machine. From a machine’s point of view, the operation which is more important with a larger W has more priority to select a machine.

The corresponding sequencing rule obtained by CCGP²²(mimic) is simplified, as shown in Eq. (3).

\[
S_1 = \frac{PT + WKR}{W} - \frac{W}{PT} (W \cdot WIQ - W + WIQ) - \frac{W}{PT} \cdot \left( (W \cdot WIQ + WKR + \frac{PT + WKR}{W \cdot WIQ - W + WKR} ) \right)
\]

It is noted that for all the operation in the queue of a machine, the machine-related feature such as WIQ (i.e., the workload of a machine) is the same for all operations. This means that it is not a vital important feature. This sequencing rule prefers to choose the operation with smaller PT (i.e., processing time) and larger W (i.e., weight, the importance of an operation). It is interesting that this sequencing rule prefers to smaller WKR (i.e., median amount of work remaining for a job) based on the first line of \( S_1 \) while it tends to select the operations with larger WKR based on the third line of \( S_1 \) partially. It indicates that although we can interpret the rules to some extent, it is still hard to completely understand the behaviour of rules. We will continue to work on this topic in the future.

The corresponding routing and sequencing rules obtained by CCGP²² can be simplified as shown in Eq. (4) and Eq. (5), respectively. The structures of both this routing rule and sequencing rule are more complex than that of CCGP²²(mimic) even after simplification. From the perspective of the components, the function \( \max \) and \( \min \) are used a lot and nested inside each other. It is hard to know which component has played a real role since it relies on multiple factors. It is not easy to understand it from a human perspective.

\[
R_2 = \max \left\{ NIQ^2, (NIQ + NPT) \cdot \min \left( NIQ, NOR \right) \right\} - \min \left( MWT, \frac{WKR}{MWT + WKR - 1} \right) \cdot \max \left( WKR, -MWT \cdot WKR + \frac{NIQ \cdot PT}{WKR} \cdot \max \left\{ \frac{NIQ^2}{W}, NIQ, NIQ, NOR \right\} \cdot \frac{PT}{WKR} \right) \right\}
\]

\[
S_2 = NIQ(PT - W)(PT + \frac{WKR}{W}) \cdot \max \left( NIQ, NIQ, WIQ, NIQ, WIQ, \frac{PT}{W} \right) \cdot \max \left( \frac{NIQ}{W^2 + WIQ}, \frac{NIQ}{W^2 + WIQ} \right) \cdot \max \left( \frac{NIQ}{W^2 + WIQ}, \frac{NIQ}{W^2 + WIQ} \right) \cdot \max \left( \frac{NIQ}{W^2 + WIQ}, \frac{NIQ}{W^2 + WIQ} \right)
\]

In general, the evolved scheduling heuristics obtained by CCGP²²(mimic) are more interpretable and effective with a smaller number of unique features and small rule sizes.

VII. CONCLUSIONS AND FUTURE WORK

The goal of this paper is to develop an effective feature selection algorithm for evolving more interpretable rules for DFJSS automatically via GPHH without compromising any performance. The goal was achieved by proposing a two-stage framework with novel individual adaptation strategies that can utilise the information of the selected features and the investigated individuals in the feature selection process well.

The results show that the evolved rules by CCGP²²(mimic) have better interpretability due to fewer unique features in the rules and smaller rule sizes by introducing feature selection. This is also verified by the semantic analyses of the routing and sequencing rules evolved by CCGP²²(mimic). In terms of training time, CCGP²²(mimic) is more effective than that of the baseline...
algorithm by reducing the average rule size over population. Besides, the smaller rules achieved by CCGP2a(mimic) can respond to scheduling needs faster in real time due to its less complexity. In general, the proposed algorithm CCGP2a(mimic) can efficiently evolve more interpretable rules automatically without comprising any performance.

Some interesting directions can be further investigated in the near future. Since the unclear question of interpretability, more promising measurements for evaluating the interpretability of obtained scheduling heuristics by GP are worth to be studied. In addition, this work already shows the ability to obtain similar performance only with selected features. We would like to find more promising ways by local search to improve its performance further.
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