
146  |  	﻿�  Acta Anaesthesiol Scand. 2021;65:146–150.wileyonlinelibrary.com/journal/aas

1  | INTRODUC TION

Clinicians must interpret existing knowledge and new evidence as it 
arises, from well designed, conducted and reported clinical trials to 
guarantee the best quality of patient care. Clinical evidence is typi-
cally collected in an incremental and iterative process where new in-
formation is added to existing knowledge. However, the reporting of 
results from many trials often leads to uncertainty among clinicians 
on how to interpret a trial's outcomes with the translation of research 
into practice at times also challenged by prior established practices 
and beliefs. Traditionally, clinical trials are reported using P values 
and confidence intervals (CI) relevant to the study hypothesis (most 
commonly the null hypothesis of zero difference) and effect esti-
mate (often the odds or risk ratio). This approach to inference of trial 
results is referred to as frequentist and uses data from a single trial in 

isolation and assigns the probability that the observed outcome has 
arisen by chance from a hypothetical number of repetitions of the 
trial (but not that the findings are erroneous or that the hypothesis 
is false). By convention, a threshold probability of P < .05 given the 
power of the trial is used as a compromise between type-1 (false 
positive) and type-2 (false negative) errors to reject the assumption 
of a chance finding. This approach furthermore leads to a dichotomi-
sation of results that are reported as ‘significant’ or ‘non-significant’ 
purely based on frequentist statistical inference with the ‘non-sig-
nificant’ result often receiving a connotation of a ‘negative’ trial or 
showing an ‘absence’ of effect.1,2 It comes as no surprise that the P 
value has been criticised with calls made for an alternative approach 
to inference.3-7 Using a Bayesian approach of inference, new trial 
results are considered in the context of existing information (please 
refer to the Appendix S1 for an explanation of Bayes theorem in an 
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Abstract
Most clinical trials use null hypothesis significance testing with frequentist statisti-
cal inference to report P values and confidence intervals for effect estimates. This 
method leads to a dichotomisation of results as ‘significant’ or ‘non-significant’. A 
more nuanced interpretation may often be considered and in particular when the 
majority of the confidence interval for the effect estimate suggests benefit or harm. 
In contrast to the frequentist dichotomised approach based on a P value, the applica-
tion of Bayesian statistics allocates credibility to a continuous spectrum of possibili-
ties and for this reason a Bayesian approach to inference is often warranted as it will 
incorporate uncertainty when updating our current belief with information from a 
new trial. The use of Bayesian statistics is introduced in this paper for a hypothetical 
sepsis trial with worked examples in the R language for Statistical Computing envi-
ronment and the open-source statistical software JASP. It is hoped that this general 
introduction to Bayesian inference stimulates some interest and confidence among 
clinicians to consider applying these methods to the interpretation of new evidence 
for interventions relevant to anaesthesia and intensive care medicine.
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A/B test as used in this text). It aims to update current knowledge or 
the prior probability of trial results gained from previous studies into 
a posterior probability revised by the new trial result.8-11 The belief in 
the prior probability will, and rightly so, vary among clinicians but the 
Bayesian approach appears intuitive to the well-informed clinician 
eager to consider new trial data.12 Whether doubtful or optimistic 
about the study results, any analysis to assess difference, superior-
ity, inferiority or futility should be able to convince a sceptic, or an 
optimist alike. Fundamentally, Bayesian inference is reallocation of 
credibility across possibilities and therefore a key step is to define 
the dataset of possibilities for which credibility is allocated. In con-
trast to the frequentist dichotomised approach based on a P value, 
the Bayesian approach allocates credibility to a continuous spectrum 
of possibilities with 95% of the most credible range of the poste-
rior distribution of possibilities contained within the highest density 
interval (HDI). For this reason, a Bayesian approach to inference is 
superior to traditional frequentist approaches as it will incorporate 
uncertainty when updating our current belief with information from 
a new trial.13 Some recent examples of trials with the primary out-
come reported as non-significant using frequentist inference that 
still demonstrated evidence for benefit using Bayesian inference in-
clude EOLIA,14 OPTIMISE15 and ANDROMEDA-SHOCK.16

In this commentary, we outline a Bayesian approach to inference 
with an illustrative hypothetical trial and provide guidance to some 
available statistical resources. Importantly, we aim to show that the 
uncertainty of the results of clinical trials can be better presented by a 
Bayesian approach to inference. We will explore the hypothetical trial 
data as an introduction to Bayesian inference using the R language for 
Statistical Computing environment17 and the open-source statistical 
software JASP18 (the reader is encouraged to download either soft-
ware for use with the example and clinical trial data provided in the 
Supplement). The examples are conducive to the ‘A/B test’ that is com-
mon to many clinical trials evaluating the proportion of successes or 
failures in an intervention group compared to a control group. We hope 
that this general introduction will stimulate more clinicians to evaluate 
and incorporate new knowledge from recent clinical trials into current 
practice beyond the limitations of the frequentist P value.

2  | A NE W THER APY FOR SEPTIC SHOCK

An open-source code that can be copied and pasted into the R 
console is provided in Supplement (file name ‘SepsisTrial’). In JASP, 
the Bayesian A/B test is found under the test menu ‘Frequencies’ 
and has been set as default in the Supplemental file (SepsisTrial.
jasp). Files relevant to the recent clinical Bayesian studies are 
also available in the Electronic Supplement (file names including 
the study acronyms, cf. Table 1). Consider a fictional clinical trial 
evaluating a new therapy in the intensive care setting to reduce 
90-day mortality in patients with septic shock. Currently, the 90-
day mortality in septic shock is approximately 40%.19 The investi-
gators propose the new therapy can reduce this rate to 30% (10% 
absolute risk reduction20) with statistical significance set at 0.05 

(type-1 error rate) using two-sided tests and statistical power set 
at 0.80 (type-2 error rate of 20%). It is estimated that approxi-
mately 360 study participants are required in each arm of the trial 
(being randomly allocated 1:1).

3  | RESULTS FROM THE NE W STUDY

The trial is completed and the rates of 90-day mortality reported for 
the intervention and control groups are 32.2% (116/360) and 38.8% 
(140/360) respectively (Table 1, top shaded row).

The estimate of effect of the new intervention versus usual care 
is an odds ratio of 0.75 for decreasing 90-day mortality with the 
95% CI estimated to range from 0.55 to 1.01 (P  =  .062 for a chi-
squared test, P = .073 for the Fisher's exact test) (Please note that 
JASP reports the odds ratio as the natural logarithm depicted as ‘log’, 
whereas this manuscript text uses ‘ln’).

4  | INTERPRETATIONS OF THE STUDY 
RESULTS

A frequentist view of the P value would lead to an interpretation that 
the new treatment had no effect since the null hypothesis of zero dif-
ference cannot be rejected based on a non-significant P >  .05 and 
exclude the intervention from clinical practice. Many would agree 
that other factors deserve consideration as well, in particular when 
the majority of the confidence interval suggests a survival benefit.21 
In a Bayesian analysis, the trial results are treated as a probability dis-
tribution. The mean of the distribution would be equal to the natural 
logarithm (ln) of the odds ratio, ln (0.75) = −0.288, with an approxi-
mate standard deviation on either side of the mean of 
[ln(1.01) − ln(0.55)]/(1.961 × 2) = 0.159 (Figure 1, left).

The proportion of the lower tail of this distribution below the 
null-hypothesis, that is there is no treatment benefit (an odds ratio 
of ≤1 and hence ln 1 ≤ 0) for a one-sided test is 0.073/2 = 0.0365. 
This P value is a probability statement to describe the chance of the 

 1The number 1.96 is the standard score for 97.5% of the normal distribution being within 
that limit based on a 95% confidence interval with 5% split between both end-tails.

Editorial comment

Traditional significance testing based on P value limits and 
a statistical result derived from one set of observations 
can be misleading in some situations, and there is a lively 
general discussion about the value of significance testing 
in this way in general. This narrative review demonstrates 
how using prior probabilities and Bayesian analysis can be 
used to help assess new findings where traditional signifi-
cance testing may not be easily interpreted.



148  |     FROST et al.

trial results (y) given no beneficial treatment effect (noTE). This con-
ditional probability can be represented as follows:

This new trial result (y) or information is referred to as the likeli-
hood in Bayesian terminology.13 A frequentist interpretation of this 

P value is often given as: in the long-run frequency of repeated tri-
als of a similar size, conditional on no-effect of the intervention and 
sampling randomly from a null population, it is expected that in ap-
proximately 4 of every 100 instances would the results demonstrate 
a lack of improvement or worsened odds for survival. However, a 
purist would say it is the probability of the test-statistic, not the data 
itself.13

Now let us consider how we could incorporate some prior belief 
of potential treatment effect. The rationale is outlined in the 
Appendix S1 ‘Bayes theorem for general quantities’. Let us first take 
a very sceptical view, in that we consider there is no treatment effect 
(odds ratio = 1.0), and that there is less than a 1/20 (5%) chance of 
the treatment effect being greater, that is lesser odds ratio, than the 
one used to estimate the required sample size for the fictional trial 
above (30% vs 40%, an odds ratio = (0.30/0.70)/(0.40/0.60) = 0.64). 
The distribution of this prior belief would have a mean of no-effect, 
ln(1.0)  =  0, with a standard deviation of ln (1.0)  −  ln (0.64))/
(1.642) = 0.272 (Figure 1, top right).

A logarithmic scale is used so the distribution can be considered 
Gaussian and is equally applicable to rate ratios and hazard ratios 
from reported trials. This assumption of normality of the data makes 
it an easy step to apply standard probability theory, in that ±1.96 
standard deviations from the mean value, would represent the 95% 
confidence interval of a given distribution.

A Bayesian approach to inference will now combine the sceptical 
view as the prior and the study result as the likelihood to estimate p (y|noTE)=0.0365.

 2The number 1.64 is the standard score for 95% of the normal distribution being within 
that limit based on a 1/20 chance.

Study
No. of 
events/N Event rate Estimate (95% CI) P value

Hypothetical sepsis trial

Control 140/360 38.9% OR = 0.75 
[0.55-1.01]

χ2 test = .062

Intervention 116/360 32.2% Fisher's exact 
test = .073

EOLIA14

Control 57/125 45.6% RR = 0.78 
[0.57-1.06]

χ2 test = .104

Intervention 44/124 35.5% Fisher's exact 
test = .121

OPTIMISE15

Control 158/364 43.4% RR = 0.75 
[0.56-1.01]

χ2 test = .061

Intervention 134/366 36.6% Fisher's exact 
test = .070

ANDROMEDA- SHOCK16

Control 92/212 43.4% OR = 0.70 
[0.63-1.02]

χ2 test = .073

Intervention 74/212 34.9% Fisher's exact 
test = .091

TA B L E  1   Observed events of 90-
day mortality among hypothetical trial 
participants (shaded row). The data from 
recent clinical trials that have been re-
analysed using Bayesian inference are 
listed below. All data analyses files are 
provided in the Supplement

F I G U R E  1   Normal probability distributions for a hypothetical 
sepsis trial. The trial results are shown on the left side with the 
probability distribution for the odds ratio (OR) of 0.75 and its 95% 
confidence interval of 0.55-1.01. A sceptical prior is shown top right 
with an assumed OR of 1 and a 1/20 chance of the treatment effect 
exceeding an OR of 0.64. An optimistic prior is shown bottom right 
with an assumed OR of 0.8 and a 1/100 chance of the treatment 
effect leading to harm OR > 1
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what is now the posterior distribution. The prior and the likelihood 
curves are multiplied and the total area under the resulting curve is 
made equal to 1.8 This posterior distribution is then used as a proba-
bility distribution to estimate a posterior probability of a given treat-
ment effect.

Figure 2 gives the prior, likelihood (in the R output) and posterior 
distribution using a sceptical prior (top). The posterior probability of 
any treatment effect (odds ratio  <  1.0) was estimated to be 95%, 
and 80% for a treatment effect of at least 10% (odds ratio < 0.90). 
However, the prior to posterior analysis, has estimated that it is un-
likely the treatment effect is beyond 20% (odds ratio < 0.80), as the 
posterior probability was estimated to be only 49%.

Let us then take a look at the posterior distribution using an op-
timistic prior of a treatment effect of 20% (odds ratio = 0.8) and a 

1/100 (1%) chance of harm, that is the upper limit exceeding the null, 
>1.0 or ln (1) − ln (0.8)/(2.333) = 0.096 (Figure 1 bottom right).

The posterior probability distribution from this optimistic prior 
also supports a treatment effect, but importantly, it communicates 
that even with an optimistic prior belief of a treatment effect, there 
is little evidence that the effect is as extreme as that proposed 
from the results of the trial alone (posterior probability of odds 
ratio < 0.80, was estimated to be 59%, 8% for an odds ratio < 0.7 
and 0.6% for a OR < 0.64) (Figure 2, bottom).

Another potential prior could be a mixture between the above 
sceptical and optimistic priors, an example of true clinical equipoise. 
This prior would have a mean odds ratio of 0.9, with a ln(standard de-
viation) of 0.156, based on a trial among 720 study participants (see 
Supplement for method of calculation). The posterior probability 
from this mixed prior also suggests a treatment effect, with little ev-
idence of an effect of more than 20% (posterior probability of odds 
ratio < 1.0, was estimated to be 97%, 80% for an odds ratio < 0.9, 
and 0.41% for a OR < 0.8) (Figure 2, middle).

Finally, let us consider the potential argument that our fictional 
study, despite its sample size calculation, did not reach sufficient 
power to demonstrate an effect still perceived to be real, a case 
not seldom made by clinicians practically adopting a Bayesian per-
spective of an optimistic prior. If we were to increase the sample 
size of the trial, from 360 to 500 participants, with the same ratio 
of events between the new treatment and usual care groups, the 
odds ratio is similar for both trials (0.75), but as expected the 95% 
CI narrows to [0.57-0.96] and the associated P value (0.025) is now 
statistically significant at the <0.05 level. Table 2 shows the effect 
of the increased sample size and essentially an increased weighting 
of the trial data when combined with the sceptical prior to generate 
the distribution of posterior probability. Importantly, this shows how 
a traditional frequentist approach to inference would consider the 
treatment effective with these results in a larger cohort while the 
Bayesian estimates deliver a consistent message of a high probability 
of a treatment effect, that is unlikely to exceed a 30% reduction in 
risk.

The calculation of the posterior distribution and the so-called 
Bayesian approach to inference is given in the detailed text by David 

 3The number 2.33 is the standard score for 99% of the normal distribution being within 
that limit based on a 1/100 chance.

F I G U R E  2   Prior, likelihood (for the output generated in R 
only) and posterior distribution of a hypothetical sepsis trial. R 
output on the left and JASP output on the right (please refer to 
files in the Supplement). Sceptical prior with a mean OR = 1.0 
and a 1/20 chance of OR < 0.64 (top). The posterior probability 
for an OR < 1.0, 0.9, 0.8, 0.7, 0.64 being 0.95, 0.80, 0.49, 0.16 and 
0.05 respectively. Optimistic prior with a mean OR = 0.80 and 
1/100 change of OR > 1.0 (bottom). The posterior probability for 
an OR < 1.0, 0.9, 0.8, 0.7, 0.64 being 0.99, 0.95, 0.59, 0.08 and 
0.006 respectively. Prior representing clinical equipoise (’50-50’) 
as an average of the sceptical and optimistic prior odds ratios 
with a mean OR = 0.90 (middle). The posterior probability for an 
OR < 1.0, 0.9, 0.8, 0.7, 0.64 being 0.97, 0.80, 0.41, 0.08 and 0.012 
respectively [Colour figure can be viewed at wileyonlinelibrary.com]

TA B L E  2   Potential treatment effects and posterior probability 
from a sceptical prior belief for the hypothetical trial with its initial 
(360 participants) and expanded (500 participants) sample size

Treatment effect
Odds ratio

Posterior probability
360 participants

Posterior probability
500 participants

<1.0 95% 98%

<0.9 80% 87%

<0.8 49% 56%

<0.7 16% 16%

<0.64 5% 4%

www.wileyonlinelibrary.com
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Spiegelhalter et al,13 with many examples and references to many 
other applications beyond clinical trials.
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